# Mathematical Modelling and Stability Analysis for Diabetes Predicting System 

XIULING CAO<br>Tianjin University<br>Department of Mathematics<br>92 Weijin Road, 300072 Tianjin<br>CHINA<br>caoxiuling_0602@163.com

DANHONG LIU<br>Tianjin University<br>Department of Mathematics<br>92 Weijin Road, 300072 Tianjin<br>CHINA<br>liudanhong@eyou.com

SUZHI LI<br>TianJin Anning Hospital<br>Clinical Laboratory<br>20 Jintang Road, 300300 Tianjin<br>CHINA<br>tjlszh@163.com

YU WANG<br>General Hospital of Tianjin Medical University<br>Metabolic Department<br>154 Anshan Road, 300052 Tianjin<br>CHINA<br>wangyushao13@126.com


#### Abstract

In this paper, a model consisting of four states of diabetics is proposed for predicting the development of diabetes. Suppose that all diabetics in the model are with type 2 diabetes and that there is no input or output. While the states of diabetics can alter between each other. Under these assumptions, a model of partial differential equations is derived. The general well-posedness result of the system is obtained and the exponential stability of dynamic solution converging to the steady-state solution is proved. Herein, the steady-state solution gives the stable distribution probability of diabetics (the predicted result). Furthermore, some reliability indices are discussed. The results of some numerical simulations for the cost problem are illustrated to conclude that, if diabetics want to live a higher standard and cost less, they need to follow doctor's advice, learn more knowledge about diabetes, pay attention to their diet and so on which can make the recovery rate larger.
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## 1 Introduction

It is well-known that diabetes has been one of the chronic diseases that harm people's health seriously. With the development of society and the improvement of living standard, the morbidity of diabetes and the number of diabetics increase year by year. It has become a social problem that more and more people suffer from diabetes. Diabetes can cause many complications that are serious health threats. Thus, it brings huge economic burden to society and individuals.

There were a lot of studies on diabetes from different aspects, for example, [1] studied the states of the development of diabetes in one country, one region or various ages; $[2,3]$ studied the social economic burden caused by diabetes and the cost of diabetics; $[4,5]$ researched the drug effectiveness aiming at glycemic controlling of diabetics; [6] considered the complications problem of diabetes; [7, 8] studied the life quality problem. From the insulin diffusion point of view, some models of subcutaneous insulin kinetics were reviewed in [9]. Researchers in [10] reviewed sev-
eral models relevant to the subcutaneous injection of insulin analogues in detail and pointed out that these models provide key building blocks for some important endeavors into physiological questions of insulin secretion and action.

With a deeper understanding of diabetes pathology, more and more engineers has begun to participate in the diabetes research using the control theory and technology to realize the accurate control of blood sugar. [11] gave the KADIS model describing the interaction between blood sugar and insulin. Researchers in [12] also used wiener sliding-mode control for artificial pancreas. Although there were a great deal of works had been done on diabetes from various aspects such as medicine, education, management, diet, treatment, control, and so on, they mainly aimed at a specific issue, and could not reflect the developmen$t$ of diabetes and change of diabetics in social point. Note that there were some paper studying systems related with reliability of machine, such as $[13,14,15]$. So we were inspired that applying the reliability mod-
els into diabetic population. [16] researched the diabetic population development of early warning modelling. The current researches lacked quantitative research on the social cost caused by diabetes, and there was no calculation approach to it.

Motivated by these questions we propose a diabetes predicting model in this paper, aiming to investigate the diabetic population in a country or a region. According to the classification of diabetes, diabetes are divided into four classes: type 1 diabetes, type 2 diabetes, gestational diabetes, special type of diabetes. Type 2 diabetes that accounts for more than $90 \%$ of the diabetic population is the most importan$t$ and fastest growing class, so we only consider type 2 diabetes in this article. For the sake of simplicity, we assume that there is no new diabetics birthing or dying. We classify diabetics with type 2 diabetes into four states according to complications of diabetes: diabetics without complications of diabetes, diabetics with micro vascular complication, diabetics with major vascular complication as well as diabetics with both micro vascular complication and major vascular complication. We shall give a detailed description of it, and establish a partial differential mathematical model in Section 2. Moreover, in Section 5, we shal1 give a description of the total cost of the system, which will be used to measure the economic burden of society and individuals.

The rest of this paper is organized as follows: in Section 2, we describe the system and establish a mathematical model for diabetics with type 2 diabetes in detail. In Section 3, we prove the existence and uniqueness of nonnegative time-dependent solution of the system via $C_{0}$ semi-group theory of bounded linear operator. In Section 4, we give the stability result of the system based on the spectral analysis of system operator. In Section 5, we discuss some indices of reliability and the total cost of the system, and give some numerical simulations. Finally in Section 6, we conclude the present paper.

## 2 Mathematical modelling

In this section we shall model a diabetes predicting system. First we describe the system under consideration, and then derive a partial differential equations model by the detailed analysis.

### 2.1 Description of system

In the system, we regard the diabetic population as a whole machine system, the diabetics who are suffered the diabetes complications as the units which are failed, the treatment for diabetics as the repairing for units, and assume that the diabetics can be cured as
health as before just like that the unit can be repaired as new as before. Then we can establish a model similar with the reliability systems under some assumptions.

The diabetes predicting system consists of all diabetics with type 2 diabetes. Since diabetes can result in many complications, we suppose that it includes mainly two classes: one is micro vascular complication that includes peripheral neuropathy, retinopathy, nephropathy, diabetic foot, and the other is major vascular complication that includes transient ischemic attacking again, angina pectoris, cerebral apoplexy, and chronic heart failure.

We assume that in the study procedure, there is no new diabetics birthing or dying. So the total number of diabetics remains a constant. We divide diabetics into four states: the state of diabetics without complications, the deterioration state of diabetics with micro vascular complication, the deterioration state of diabetics with major vascular complication, and the deterioration state of diabetics with both complications.

The system obeys the following rules:
1). The states of diabetics can transfer from one to other states according to certain probability.
2). After treatment, diabetics can recover to good states according to certain recover rate that depends on treatment time.
3). After treatment, diabetics may enter into bad states according to certain probability. The different states have distinct transfer rates, they are constants.
4). All of the random variables are independent.

### 2.2 Mathematical Modelling

With the assumptions above, we shall establish mathematical model for the system under consideration. We introduce the following notations:

## 1. States

The state 0 . It is the state in which all diabetics are without complications.

The state 1. In this state, diabetics are suffering from the micro vascular complication, but without the macro vascular complication.

The state 2. In this state, diabetics are suffering from the macro vascular complication, but without the micro vascular complication.

The state 3. In this state, diabetics are suffering from both the micro vascular complication and the macro vascular complication.
2. Transfer Rate
$\beta_{i}$ : It is the transfer rate from the state 0 to the state $i, i=1,2,3$.
$\gamma_{i}$ : It is the transfer rate from the state $i$ to the state 3 , where $i=1,2$.
3. Recover Rate (or repair rate)
$\mu_{i}(x)$ : It is the recovery rate from the state $i$ to the state $0, i=1,2,3$, where $x$ is the time of diabetics staying in the state $i$.

This means that after time $x$ treatment, diabetics in the state $i$ can recover to a better state. The recovery rate depends on the treatment time and satisfies the general distribution $F(x)=1-e^{-\int_{0}^{x} \mu_{i}(s) d s}$.

Moreover, when the elapsed time diabetics staying in the state $i$ is consistent, the recovery rate can be quantified by medicine, education, management, diet, exercise, etc.
$\eta_{i}(x)$ : It is the recovery rate from the state 3 to the state $i, i=1,2$, where $x$ is the time of diabetics staying in the state 3 . The distribution is $G(x)=1-$ $e^{-\int_{0}^{x} \eta_{i}(s) d s}$.

With above notation, we can draw the following graph:


Figure 1: The state transferring graph.

Let $S(t)$ be a random variable whose value is in states set $\{0,1,2,3\}$ at time $t . S(t)=i$ means that the system is in the state $i$ at time $t$. Here we shall use $S(t)$ to indicate the state of diabetics at time $t$. And let $X(t)$ be a random variable whose value is in set $[0, \infty)$ at time $t$. Here we use $X(t)$ to denote the elapsed treatment (or repairing) time of diabetics.

Now we define the functions as follows: for $t \in$ $(0, \infty)$,
$P_{0}(t)$ : it is the probability of the system in the state 0 at time $t$, i.e., $P_{0}(t)=P\{S(t)=0\}$.

For $i=1,2,3, p_{i}(x, t) \Delta x$ represents the probability of the system in the state $i$ at time $t$ and the treatment time is in interval $(x, x+\Delta x)$, i.e., $p_{i}(x, t) \Delta x=$ $P\{S(t)=i, x<X(t)<x+\Delta x\}$ and the function

$$
P_{i}(t)=\int_{0}^{\infty} p_{i}(x, t) d x
$$

is the probability of the system in the state $i$ at time $t$.

For function $p_{i}(x, t), i=1,2,3$, the boundary value $p_{i}(0, t)$ represents at time $t$, the diabetics just enter into the state $i$ from the other states without any treatment.

Under the help of above functions, the dynamic behavior of the system is governed by the following partial differential equations

$$
\left\{\begin{array}{l}
\frac{d P_{0}(t)}{d t}=-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}(t)+\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}(x, t) d x  \tag{1}\\
\frac{\partial p_{1}(x, t)}{\partial t}+\frac{\partial p_{1}(x, t)}{\partial x}=-\mu_{1}(x) p_{1}(x, t)-\gamma_{1} p_{1}(x, t) \\
\frac{\partial p_{2}(x, t)}{\partial t}+\frac{\partial p_{2}(x, t)}{\partial x}=-\mu_{2}(x) p_{2}(x, t)-\gamma_{2} p_{2}(x, t) \\
\frac{\partial p_{3}(x, t)}{\partial t}+\frac{\partial p_{3}(x, t)}{\partial x}=-\left(\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right) p_{3}(x, t)
\end{array}\right.
$$

with the boundary conditions

$$
\left\{\begin{array}{l}
p_{1}(0, t)=\beta_{1} P_{0}(t)+\int_{0}^{\infty} \eta_{1}(x) p_{3}(x, t) d x  \tag{2}\\
p_{2}(0, t)=\beta_{2} P_{0}(t)+\int_{0}^{\infty} \eta_{2}(x) p_{3}(x, t) d x \\
p_{3}(0, t)=\beta_{3} P_{0}(t)+\gamma_{1} \int_{0}^{\infty} p_{1}(x, t) d x+\gamma_{2} \int_{0}^{\infty} p_{2}(x, t) d x
\end{array}\right.
$$

and initial conditions

$$
P(0)=\left(P_{0}(0), p_{1}(x, 0), p_{2}(x, 0), p_{3}(x, 0)\right)
$$

## 3 The well-posedness of the system solution

In this section, we shall discuss the well-posedness of the system described in (1) and (2). For simplicity, we use donation $\mathbb{R}^{+}$to denote the real number set $[0, \infty)$ and donation $L^{1}\left(\mathbb{R}^{+}\right)$to denote the usual Lebesgue integrable function space on $\mathbb{R}^{+}$.

We take the state space

$$
\mathbb{X}=\mathbb{R} \times\left(L^{1}\left(\mathbb{R}^{+}\right)\right)^{3}
$$

equipped with the norm

$$
\|P\|=\left|P_{0}\right|+\sum_{i=1}^{3}\left\|p_{i}(x)\right\|_{L^{1}}
$$

for each $P=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right) \in \mathbb{X}$. Obviously, $\mathbb{X}$ is a Banach space.

We define a subset $\mathbb{X}_{+}$of $\mathbb{X}$ as

$$
\mathbb{X}_{+}=\left\{\left(f_{0}, f_{1}, f_{2}, f_{3}\right) \in \mathbb{X} \mid f_{j} \geq 0, j=0,1,2,3\right\}
$$

If $F \in \mathbb{X}_{+}$, we call $F$ is a positive vector.
Further, we define an operator $\mathcal{A}$ in $\mathbb{X}$ as

$$
\begin{align*}
& \mathcal{A}\left(\begin{array}{l}
P_{0} \\
p_{1}(x) \\
p_{2}(x) \\
p_{3}(x)
\end{array}\right) \\
= & \left(\begin{array}{l}
-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}+\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}(x) d x \\
-\left(\mu_{1}(x)+\gamma_{1}\right) p_{1}(x)-p_{1}^{\prime}(x) \\
-\left(\mu_{2}(x)+\gamma_{2}\right) p_{2}(x)-p_{2}^{\prime}(x) \\
-\left(\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right) p_{3}(x)-p_{3}^{\prime}(x)
\end{array}\right) \tag{3}
\end{align*}
$$

with domain
$D(\mathcal{A})=\left\{\begin{array}{l|l}P \in \mathbb{X} & \begin{array}{l}p_{i}(x) \text { is absolutely continuous, } \\ p_{i}(x), p_{i}^{\prime}(x) \in L^{1}\left(\mathbb{R}^{+}\right), \\ \int_{0}^{\infty} \mu_{i}(x) p_{i}(x) d x \text { is limited }, \\ \int_{0}^{\infty} \eta_{i}(x) p_{i}(x) d x \text { is limited, } \\ p_{1}(0)=\beta_{1} P_{0}+\int_{0}^{\infty} \eta_{1}(x) p_{3}(x) d x, \\ p_{2}(0)=\beta_{2} P_{0}+\int_{0}^{\infty} \eta_{2}(x) p_{3}(x) d x, \\ p_{3}(0)=\beta_{3} P_{0}+\gamma_{1} \int_{0}^{\infty} p_{1}(x) d x \\ \\ \quad+\gamma_{2} \int_{0}^{\infty} p_{2}(x) d x\end{array}\end{array}\right\}$.
Obviously, $\mathcal{A}$ is a linear operator.
With the definition of $\mathcal{A}$, the system (1) and (2) can be rewritten as an abstract equation in Banach space $\mathbb{X}$ :

$$
\left\{\begin{align*}
\frac{d P(t)}{d t} & =\mathcal{A} P(t), t>0  \tag{5}\\
P(0) & =\left(P_{0}(0), p_{1}(x, 0), p_{2}(x, 0), p_{3}(x, 0)\right)^{T}
\end{align*}\right.
$$

where

$$
P(t)=\left(P_{0}(t), p_{1}(x, t), p_{2}(x, t), p_{3}(x, t)\right)^{T}
$$

According to solvability theory of differential equation, the well-posedness of the system (1) and (2) is equivalent to the operator $\mathcal{A}$ generating a $C_{0}$ semigroup $T(t)$ on $\mathbb{X}$ (see, e.g., [19, Theorem II 6.7]).

As for operator $\mathcal{A}$, we have the following results.
Theorem 1. Let $\mathcal{A}$ be defined by (3) and (4). Then $\mathcal{A}$ is a closed and densely linear operator in $\mathbb{X}$.

Theorem 2. Let $\mathcal{A}$ be defined as before. Then $\mathcal{A}$ is a dissipative operator in $\mathbb{X}$. Moreover, for any $r \in \mathbb{R}^{+}$, if the conditions

$$
\left\{\begin{array}{l}
\sup _{r \in \mathbb{R}^{+}} \int_{r}^{\infty} e^{-\int_{r}^{x} \mu_{i}(s) d s} d x=M<\infty,  \tag{6}\\
\sup _{r \in \mathbb{R}^{+}} \int_{r}^{\infty} e^{-\int_{r}^{x} \eta_{j}(s) d s} d x=N<\infty
\end{array}\right.
$$

are fulfilled. Then,

$$
\begin{aligned}
T & =\{\gamma \in \mathbb{C} \mid \Re \gamma>0, \gamma=i s, s \neq 0, s \in \mathbb{R}\} \\
& \subset \rho(\mathcal{A})
\end{aligned}
$$

As a direct consequence, we have the following corollary.

Corollary 3. The spectrum $\sigma(\mathcal{A})$ is in the left-half plane, and there is no spectral point of $\mathcal{A}$ on the imaginary axis besides zero.
Theorem 4. Let $\mathbb{X}$ and $\mathcal{A}$ be defined as before. Then $\mathcal{A}$ generates a $C_{0}$ semigroup $T(t)$ of contractions on $\mathbb{X}$. Hence (5) has unique a solution.

Theorem 5. Let $\mathbb{X}$ and $\mathcal{A}$ be defined as before and $T(t)$ be the $C_{0}$ semigroup generated by $\mathcal{A}$. Then $T(t)$ is positive and satisfies $\|T(t) P\|=\|P\|$ for any positive vector $P \in D(\mathcal{A})$.

Here we list the main results only and their proofs will be postponed in the appendix.

## 4 Stability of the system

In this section we shall discuss the stability of the system (5). We shall show that the system has a steadystate solution which is a positive vector in $\mathbb{X}$, and prove that the dynamic solution of (5) converges exponentially to the steady-state solution in the sense of norm in $\mathbb{X}$.

Theorem 6. Let $\mathcal{A}$ be defined as before. Then $\lambda_{0}=0$ is a simple eigenvalue of $\mathcal{A}$. In particular, there is a positive eigenvector corresponding to $\lambda_{0}$.

Proof. Let us consider the eigenvalue problem $\mathcal{A} P=$ $0, P \in D(\mathcal{A})$, i.e.,

$$
\left\{\begin{array}{l}
-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}+\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}(x) d x=0  \tag{7}\\
-\left(\mu_{1}(x)+\gamma_{1}\right) p_{1}(x)-p_{1}^{\prime}(x)=0 \\
-\left(\mu_{2}(x)+\gamma_{2}\right) p_{2}(x)-p_{2}^{\prime}(x)=0 \\
-\left(\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right) p_{3}(x)-p_{3}^{\prime}(x)=0
\end{array}\right.
$$

with boundary conditions

$$
\left\{\begin{align*}
p_{1}(0)= & \beta_{1} P_{0}+\int_{0}^{\infty} \eta_{1}(x) p_{3}(x) d x  \tag{8}\\
p_{2}(0)= & \beta_{2} P_{0}+\int_{0}^{\infty} \eta_{2}(x) p_{3}(x) d x \\
p_{3}(0)= & \beta_{3} P_{0}+\gamma_{1} \int_{0}^{\infty} p_{1}(x) d x \\
& +\gamma_{2} \int_{0}^{\infty} p_{2}(x) d x
\end{align*}\right.
$$

Solving the differential equations in (7) yield

$$
\left\{\begin{array}{l}
p_{1}(x)=p_{1}(0) e^{-\int_{0}^{x}\left(\mu_{1}(s)+\gamma_{1}\right) d s}  \tag{9}\\
p_{2}(x)=p_{2}(0) e^{-\int_{0}^{x}\left(\mu_{2}(s)+\gamma_{2}\right) d s} \\
p_{3}(x)=p_{3}(0) e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s}
\end{array}\right.
$$

Substituting (9) into the first equation in (7) and the boundary conditions in (8), we get an algebraic equations with unknown parameter $\left(P_{0}, p_{1}(0), p_{2}(0), p_{3}(0)\right)$,

$$
\left\{\begin{array}{l}
-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}+h_{1} p_{1}(0)  \tag{10}\\
\quad+h_{2} p_{2}(0)+h_{3} p_{3}(0)=0 \\
\beta_{1} P_{0}-p_{1}(0)+h_{4} p_{3}(0)=0 \\
\beta_{2} P_{0}-p_{2}(0)+h_{5} p_{3}(0)=0 \\
\beta_{3} P_{0}+\left(1-h_{1}\right) p_{1}(0)+\left(1-h_{2}\right) p_{2}(0) \\
\quad-p_{3}(0)=0
\end{array}\right.
$$

where $h_{j}, j=1,2, \cdots, 5$, are formed as following

$$
\left\{\begin{aligned}
h_{1} & =\int_{0}^{\infty} \mu_{1}(x) e^{-\int_{0}^{x}\left(\mu_{1}(s)+\gamma_{1}\right) d s} d x \\
h_{2} & =\int_{0}^{\infty} \mu_{2}(x) e^{-\int_{0}^{x}\left(\mu_{2}(s)+\gamma_{2}\right) d s} d x \\
h_{3} & =\int_{0}^{\infty} \mu_{3}(x) e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s} d x \\
h_{4} & =\int_{0}^{\infty} \eta_{1}(x) e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s} d x \\
h_{5} & =\int_{0}^{\infty} \eta_{2}(x) e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s} d x
\end{aligned}\right.
$$

The determinant of coefficients matrix in (10) is

$$
|D|=\left|\begin{array}{cccc}
-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) & h_{1} & h_{2} & h_{3} \\
\beta_{1} & -1 & 0 & h_{4} \\
\beta_{2} & 0 & -1 & h_{5} \\
\beta_{3} & 1-h_{1} & 1-h_{2} & -1
\end{array}\right|=0
$$

since $h_{3}+h_{4}+h_{5}=1$. This means that the algebraic equation (10) has a nonzero solution. A direct calculation gives

$$
\left\{\begin{array}{l}
P_{0}=k p_{3}(0)  \tag{11}\\
p_{1}(0)=\left(\beta_{1} k+h_{4}\right) p_{3}(0) \\
p_{2}(0)=\left(\beta_{2} k+h_{5}\right) p_{3}(0) \\
p_{3}(0)=p_{3}(0)
\end{array}\right.
$$

where

$$
k=\frac{1-\left(1-h_{1}\right) h_{4}-\left(1-h_{2}\right) h_{5}}{\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3}}
$$

and hence $\mathcal{A} P=0$ has non-zero solution

$$
\left\{\begin{array}{l}
P_{0}=k p_{3}(0)  \tag{12}\\
p_{1}(x)=\left(\beta_{1} k+h_{4}\right) p_{3}(0) e^{-\int_{0}^{x}\left(\mu_{1}(s)+\gamma_{1}\right) d s} \\
p_{2}(x)=\left(\beta_{2} k+h_{5}\right) p_{3}(0) e^{-\int_{0}^{x}\left(\mu_{2}(s)+\gamma_{2}\right) d s} \\
p_{3}(x)=p_{3}(0) e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s}
\end{array}\right.
$$

Therefore, 0 is an eigenvalue of $\mathcal{A}$ of geometric multiplicity one. In particular, if $p_{3}(0)>0$, then we have $P=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right) \in \mathbb{X}_{+}$.

The dual operator $\mathcal{A}^{*}$ of the operator $\mathcal{A}$ is

$$
\begin{aligned}
& \mathcal{A}^{*} Q \\
& =\left(\right)
\end{aligned}
$$

with domain

$$
\begin{aligned}
& D\left(\mathcal{A}^{*}\right) \\
& =\left\{\begin{array}{l|l}
Q^{T} \in \mathbb{X}^{*} \left\lvert\, \begin{array}{l}
q_{i}(x) \in L^{\infty}\left(\mathbb{R}^{+}\right) \text {is absolutely continuous } \\
q_{i}(0) \text { is limited } \\
q_{i}^{\prime}(x) \in L^{\infty}\left(\mathbb{R}^{+}\right), i=1,2,3
\end{array}\right.
\end{array}\right\} .
\end{aligned}
$$

Obviously, $Q=(1,1,1,1) \in D\left(\mathcal{A}^{*}\right)$ and $\mathcal{A}^{*} Q=0$, so 0 is an eigenvalue of $\mathcal{A}^{*}$ and $Q=(1,1,1,1)$ is a corresponding eigenvector. Using (12) we get

$$
(P, Q)=P_{0}+\sum_{i=1}^{3} \int_{0}^{\infty} p_{i}(x) d x \neq 0
$$

Therefore, 0 is a simple eigenvalue of $\mathcal{A}$.
Set $\Phi=\left(\phi_{0}, \phi_{1}(x), \phi_{2}(x), \phi_{3}(x)\right)$ where

$$
\left\{\begin{array}{l}
\phi_{0}=k  \tag{13}\\
\phi_{1}(x)=\left(\beta_{1} k+h_{4}\right) e^{-\int_{0}^{x}\left(\mu_{1}(s)+\gamma_{1}\right) d s} \\
\phi_{2}(x)=\left(\beta_{2} k+h_{5}\right) e^{-\int_{0}^{x}\left(\mu_{2}(s)+\gamma_{2}\right) d s} \\
\phi_{3}(x)=e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s}
\end{array}\right.
$$

and set $\widehat{P}=\frac{\Phi}{\|\Phi\|}$.
Applying the stability theorem [20], we have the following assertion.

Theorem 7. Let $\mathbb{X}$ and $\mathcal{A}$ be defined as before. Then for any $P(0) \in \mathbb{X}$, the solution $P(t)=$ $\left(P_{0}(t), p_{1}(x, t), p_{2}(x, t), p_{3}(x, t)\right)=T(t) P(0)$ of $(5)$ satisfies

$$
\lim _{t \rightarrow \infty} P(t)=\lim _{t \rightarrow \infty} T(t) P(0)=(P(0), Q) \widehat{P}
$$

where $Q=(1,1,1,1)$.
The previous theorem shows that the dynamic solution $P(t)$ converges its steady-state solution $\widehat{P}$. In what follows, we shall prove that $P(t)-(P(0), Q) \widehat{P}$ decays exponentially zero in the sense of norm in $\mathbb{X}$.

First we note that

$$
\begin{aligned}
& \int_{s}^{\infty} e^{-\int_{s}^{x}\left(\gamma_{i}+\mu_{i}(\tau)\right) d \tau} d x \\
= & \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\gamma_{i}+\mu_{i}(\tau+s)\right) d \tau} d x, i=1,2
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{s}^{\infty} e^{-\int_{s}^{x}\left(\mu_{3}(\tau)+\eta_{1}(\tau)+\eta_{2}(\tau)\right) d \tau} d x \\
= & \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\mu_{3}(\tau+s)+\eta_{1}(\tau+s)+\eta_{2}(\tau+s)\right) d \tau} d x
\end{aligned}
$$

the conditions in (6) imply

$$
\left\{\begin{array}{l}
\sup _{s \geq 0} \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\gamma_{i}+\mu_{i}(\tau+s)\right) d \tau} d x<\infty \\
\sup _{s \geq 0} \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\mu_{3}(\tau+s)+\eta_{1}(\tau+s)+\eta_{2}(\tau+s)\right) d \tau} d x<\infty .
\end{array}\right.
$$

So we can define nonnegative real number $\widehat{\eta_{1}}, \widehat{\eta_{2}}$ and $\widehat{\eta_{3}}$ by

$$
\begin{aligned}
& \widehat{\eta}_{i}=\sup \{\lambda \geq 0 \\
& \left.\sup _{s \geq 0} \int_{0}^{\infty} e^{\lambda x-\int_{0}^{x}\left(\gamma_{i}+\mu_{i}(\tau+s)\right) d \tau} d x<\infty\right\}, i=1,2,
\end{aligned}
$$

and

$$
\begin{aligned}
& \widehat{\eta_{3}}=\sup \{\lambda \geq 0 \\
& \left.\left\lvert\, \begin{array}{l}
\sup _{s \geq 0}
\end{array} \int_{0}^{\infty} e^{\lambda x-\int_{0}^{x}\left(\mu_{3}(\tau+s)+\eta_{1}(\tau+s)+\eta_{2}(\tau+s)\right) d \tau} d x<\infty\right.\right\} .
\end{aligned}
$$

Obviously, if $\lambda<\widehat{\eta_{1}}$, it holds that

$$
\sup _{s \geq 0} \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\gamma_{1}+\mu_{1}(\tau+s)-\lambda\right) d \tau} d x<\infty
$$

and for $\lambda>\widehat{\eta_{1}}$, it holds that

$$
\int_{s}^{\infty} e^{-\int_{s}^{x}\left(\gamma_{1}+\mu_{1}(\tau)-\lambda\right) d \tau} d x=\infty
$$

Similar result holds for $\widehat{\eta_{2}}$ and $\widehat{\eta_{3}}$.
Now we define

$$
\widehat{\eta}=\min \left\{\widehat{\eta}_{1}, \widehat{\eta}_{2}, \widehat{\eta}_{3}\right\}
$$

The following theorem gives more exact description for spectrum of $\mathcal{A}$ using $\widehat{\eta}$.

Theorem 8. Let $\mathbb{X}$ and $\mathcal{A}$ be defined as before. Let $B(\lambda)$ be the matrix defined as in (17). Assume that $\widehat{\eta}>0$. Then we have
(I). $\{\lambda \in \mathbb{C} \mid \Re \lambda+\widehat{\eta}<0\} \subset \sigma(\mathcal{A})$;
(II). $\{\lambda \in \mathbb{C}|\Re \lambda+\widehat{\eta}>0, \operatorname{det}| B(\lambda) \mid \neq 0\} \subset$ $\rho(\mathcal{A})$, and the set $\{\lambda \in \mathbb{C}|\Re \lambda+\widehat{\eta}>0, \operatorname{det}| B(\lambda) \mid=$ $0\}$ consists of all eigenvalues of $\mathcal{A}$;
(III). For any $\delta>0$, the number of eigenvalues of $\mathcal{A}$ in the region $\{\lambda \in \mathbb{C} \mid \Re \lambda+\widehat{\eta} \geq \delta\}$ is finite;
(IV). There exists a constant $\widehat{\omega_{1}}>0$ such that there is unique an eigenvalue $\lambda_{0}=0$ in $\{\lambda \in \mathbb{C} \mid$ $\left.\Re \lambda \geq-\widehat{\omega_{1}}\right\}$, and hence $\lambda_{0}$ is strictly dominant.

Proof. Let $\lambda \in \mathbb{C}$. For any $F=\left(f_{0}, f_{1}, f_{2}, f_{3}\right) \in \mathbb{X}$, we consider the resolvent equation $(\lambda I-\mathcal{A}) P=F$, which is the same as $(14)$, whose formal solutions are given in (15) as $\lambda+\beta_{1}+\beta_{2}+\beta_{3} \neq 0$.
(I). When $\Re \lambda+\widehat{\eta}>0$, we denote $\Re \lambda=-\widehat{\eta}+\varepsilon$, then

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\Re \lambda+\mu_{1}(\tau)+\gamma_{1}\right) d \tau} d x \\
= & \int_{0}^{\infty} e^{(\hat{\eta}-\varepsilon) x-\int_{0}^{x}\left(\mu_{1}(\tau)+\gamma_{1}\right) d \tau} d x<\infty
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{0}^{\infty}\left|\int_{0}^{x} f_{1}(r) e^{-\int_{r}^{x}\left(\lambda+\mu_{1}(\tau)+\gamma_{1}\right) d \tau} d r\right| d x \\
\leq & \int_{0}^{\infty} \int_{0}^{x}\left|f_{1}(r)\right| e^{-\int_{r}^{x}\left(\Re \lambda+\mu_{1}(\tau)+\gamma_{1}\right) d \tau} d r d x \\
\leq & M_{1}(\Re \lambda) \int_{0}^{\infty}\left|f_{1}(r)\right| d r \\
= & M_{1}(\Re \lambda)\left\|f_{1}\right\|_{L^{1}}
\end{aligned}
$$

where
$M_{1}(\Re \lambda)=\sup _{r \geq 0} \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\Re \lambda+\mu_{1}(\tau+r)+\gamma_{1}\right) d \tau} d x<\infty$.
So $p_{1}(x) \in L^{1}\left(\mathbb{R}^{+}\right)$. Similarly, $p_{i}, p_{i}^{\prime} \in L^{1}\left(\mathbb{R}^{+}\right), i=$ 2,3 . Therefore, $P \in D(\mathcal{A})$.

When $\Re \lambda+\widehat{\eta}<0$, we denote $\Re \lambda=-\widehat{\eta}-\varepsilon$. Since $\widehat{\eta}=\min \left\{\eta_{1}, \eta_{2}, \eta_{3}\right\}$, without loss of generality, we can assume that $\widehat{\eta}=\eta_{1}$. For

$$
\begin{aligned}
p_{1}(x)= & p_{1}(0) e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s} \\
& +\int_{0}^{x} f_{1}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d s
\end{aligned}
$$

Since the term $e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s}$ satisfies

$$
\begin{aligned}
\left|e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s}\right| & =e^{-\int_{0}^{x}\left(\Re \lambda+\mu_{1}(s)+\gamma_{1}\right) d s} \\
& =e^{(\hat{\eta}+\varepsilon) x-\int_{0}^{x}\left(\mu_{1}(s)+\gamma_{1}\right) d s}
\end{aligned}
$$

by the definition of $\eta_{1}$, it holds that

$$
\int_{s}^{\infty} e^{-\int_{s}^{x}\left(\Re \lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d x=\infty .
$$

Obviously, $f_{1}(x)=e^{-\frac{\varepsilon}{2} x} \in L^{1}\left(\mathbb{R}^{+}\right)$, but $\int_{0}^{x} f_{1}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d s \notin L^{1}\left(\mathbb{R}^{+}\right)$, so $p_{1}(x)$ is not in $L^{1}\left(\mathbb{R}^{+}\right)$. Therefore, $\{\lambda \in \mathbb{C} \mid \Re \lambda+\widehat{\eta}<$ $0\} \subset \sigma(\mathcal{A})$
(II). Let $\Re \lambda+\widehat{\eta}>0$. Then the integrals

$$
\left\{\begin{array}{l}
\int_{0}^{\infty} e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s} d x \\
\int_{0}^{\infty} e^{-\int_{0}^{x}\left(\lambda+\mu_{2}(s)+\gamma_{2}\right) d s} d x \\
\int_{0}^{\infty} e^{-\int_{0}^{x}\left(\lambda+\mu_{3}(s)+\eta_{2}+\eta_{3}\right) d s} d x
\end{array}\right.
$$

are of meaning. Substituting the formal solution into the boundary condition lead to an algebraic equation about $\left(P_{0}, p_{1}(0), p_{2}(0), p_{3}(0)\right)$, see (16), whose coefficient matrix $B(\lambda)$ is given in (17).

Note that the algebraic equation is solvable if and only if $\operatorname{det}|B(\lambda)| \neq 0$. When $\operatorname{det}|B(\lambda)| \neq 0$, the equation (16) has unique a solution $\left(P_{0}, p_{1}(0), p_{2}(0), p_{3}(0)\right)$. Then

$$
P=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right)
$$

where $p_{i}$ are defined as $(15)$ is in $D(\mathcal{A})$. So $\lambda \in \rho(\mathcal{A})$. Therefore, $\{\lambda \in \mathbb{C} \mid \Re \lambda+\widehat{\eta}>0$, $\operatorname{det}|B(\lambda)| \neq 0\} \subset$ $\rho(\mathcal{A})$.

When $\operatorname{det}|B(\lambda)|=0$, the equation (16) has a nonzero solution

$$
\left(P_{0}, p_{1}(0), p_{2}(0), p_{3}(0)\right)
$$

and hence the eigenvalue problem has a non-zero solution $\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right)$. So, $\lambda$ is an eigenvalue of $\mathcal{A}$.
(III). For any $\delta>0$, let $\lambda \in \mathbb{C}$ satisfy $-\widehat{\eta}+$ $\delta \leq \mathfrak{R} \lambda \leq 0$. Since $\operatorname{det}|B(\lambda)|$ is analytic in $\lambda$ and $\lim _{|\mathfrak{J} \lambda| \rightarrow \infty} \frac{\operatorname{det}|B(\lambda)|}{\lambda}=1$. Then $\operatorname{det}|B(\lambda)|$ has at most finite number of zeros in this strip. So the assertion is true.
(IV). Since $\lambda_{0}=0$ is an zero of $\operatorname{det}|B(\lambda)|$, there is no spectrum point of $\mathcal{A}$ on the imaginary axis (see Theorem 2), so the other eigenvalues of $\mathcal{A}$ are located in the region $\{\lambda \in \mathbb{C} \mid-\widehat{\eta}+\delta<\Re \lambda<0\}$. Note that $\overline{\operatorname{det}|B(\lambda)|}=\operatorname{det}|B(\bar{\lambda})|$. We can set the other zeros are $z_{j}(j=1, \cdots, 2 k)$ where $z_{2 j}=\overline{z_{2 j-1}}(j=$ $1, \cdots, k)$. Set $\omega_{1}=\min _{1 \leq j \leq k}\left(-\Re z_{j}\right)>0$. Taking $0<$
$\varepsilon<\omega_{1}$, and $\widehat{\omega_{1}}=\omega_{1}-\varepsilon$, we have unique an eigenvalue $\lambda_{0}$ of $\mathcal{A}$ in the region $\left\{\lambda \in \mathbb{C} \mid \Re \lambda \geq-\widehat{\omega_{1}}\right\}$. The proof is then complete.

Based on the result of Theorem 8, we have the following result about the exponential decay.

Theorem 9. Let $\mathbb{X}$ and $\mathcal{A}$ be defined as before and $T(t)$ be the $C_{0}$ semigroup generated by $\mathcal{A}$. Let $\widehat{\omega_{1}}$ be given as Theorem 8. Then for any initial $P(0)$ and $t \geq$ 0 , we have $\left\|P(t)-(P(0), Q) \widehat{P_{0}}\right\| \leq 2 e^{-\omega_{1} t}\|P(0)\|$, where $P(t)=T(t) P(0)$ and $Q=(1,1,1,1)$.

Proof. Since $\lambda_{0}=0$ is a strictly dominant eigenvalue of $\mathcal{A}$, the corresponding Riesz spectral project is

$$
\begin{aligned}
E\left(\lambda_{0}, \mathcal{A}\right) F & =\frac{1}{2 \pi i} \int_{|z|=\varepsilon} \mathcal{R}(z, \mathcal{A}) F d z \\
& =(F, Q) \widehat{P_{0}}, \forall F \in \mathbb{X}
\end{aligned}
$$

Obviously, $\left\|E\left(\lambda_{0}, \mathcal{A}\right)\right\|=\|Q\|\left\|\widehat{P_{0}}\right\|=1$.
Note that $E\left(\lambda_{0}, \mathcal{A}\right) T(t)=T(t) E\left(\lambda_{0}, \mathcal{A}\right)$ and $\mathbb{X}=E\left(\lambda_{0}, \mathcal{A}\right) \mathbb{X}+\left(I-E\left(\lambda_{0}, \mathcal{A}\right) \mathbb{X}\right.$. The semigroup $T(t)$ is dissipative on space $\mathbb{X}$, so it is in the subspace $\left(I-E\left(\lambda_{0}, \mathcal{A}\right)\right) \mathbb{X}$. $\Re \lambda>-\widehat{\omega_{1}}+\delta$ implies that $R(\lambda, \mathcal{A}) F=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right)$ is uniformly bounded in the region $-\widehat{\omega_{1}} \leq \Re \lambda \leq 0$ for $F \in\left(I-E\left(\lambda_{0}, \mathcal{A}\right)\right) \mathbb{X}$. So,

$$
\begin{aligned}
& \left\|P(t)-(P(0), Q) \widehat{P_{0}}\right\| \\
= & \left\|T(t) P(0)-E\left(\lambda_{0}, \mathcal{A}\right) T(t) P(0)\right\| \\
= & \left\|T(t)\left(I-E\left(\lambda_{0}, \mathcal{A}\right)\right) P(0)\right\| \\
\leq & e^{-\widehat{\omega_{1}} t}\left\|\left(I-E\left(\lambda_{0}, \mathcal{A}\right)\right) P(0)\right\| \\
\leq & 2 e^{-\widehat{\omega_{1}} t}\|P(0)\| .
\end{aligned}
$$

The desired result follows.

## 5 Numerical Simulation

In this section we shall discuss some indices of the system such as steady-state availability and analyze the total cost of the system. In addition, we give some numerical simulations for the total cost with parameters change.

### 5.1 Indices of the system and the total cost

Set $\widehat{P}=\frac{\Phi}{\|\Phi\|}$ where

$$
\Phi=\left(\phi_{0}, \phi_{1}(x), \phi_{2}(x), \phi_{3}(x)\right)
$$

whose components are defined as forms in (13) and

$$
\begin{aligned}
& \|\Phi\|=\frac{\gamma_{1} \gamma_{2}+h_{4}\left(1-h_{1}\right) \gamma_{2}\left(\beta_{3}-\gamma_{1}\right)}{\gamma_{1} \gamma_{2}\left[\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3}\right]} \\
& +\frac{h_{5}\left(1-h_{2}\right) \gamma_{1}\left(\beta_{3}-\gamma_{2}\right)}{\gamma_{1} \gamma_{2}\left[\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3}\right]} \\
& +\frac{\beta_{1}\left(1-h_{1}\right) \gamma_{2}+\beta_{2}\left(1-h_{2}\right) \gamma_{1}}{\gamma_{1} \gamma_{2}\left[\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3}\right]} \\
& +\frac{\left(1-h_{1}\right)\left(1-h_{2}\right)\left(\gamma_{2}-\gamma_{1}\right)\left(h_{4} \beta_{2}-h_{5} \beta_{1}\right)}{\gamma_{1} \gamma_{2}\left[\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3}\right]} \\
& +\int_{0}^{\infty} e^{-\int_{0}^{x}\left(\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s} d x .
\end{aligned}
$$

Then the probabilities of diabetics in steady state are

$$
\left\{\begin{array}{l}
\widehat{P}_{0}=\frac{1-\left(1-h_{1}\right) h_{4}-\left(1-h_{2}\right) h_{5}}{\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3}} \frac{1}{\|\Phi\| \|}, \\
\widehat{P}_{1}=\frac{\left[\beta_{1}-\beta_{1} h_{5}\left(1-h_{2}\right)+\beta_{2} h_{4}\left(1-h_{2}\right)+\beta_{3} h_{4}\right]\left(1-h_{1}\right)}{\left[\left(1-h_{1}\right) \beta_{1}+\left(1-h_{2}\right) \beta_{2}+\beta_{3} 3 \gamma_{1}\right.} \frac{1}{\|\Phi\|}, \\
\widehat{P}_{2}=\frac{\left[\beta_{2}-\beta_{2} h_{4}\left(1-h_{1}\right)+\beta_{1} h_{5}\left(1-h_{1}\right)+\beta_{3} h_{5}\right]\left(1-h_{2}\right)}{[\Phi \|} \frac{1}{\|\Phi\|}, \\
\widehat{P}_{3}=\frac{\int_{0}^{\infty} e^{\left.\left.-\int_{0}^{x}\left(h_{3}(s) h_{1}\right) \beta_{1}+\left(1-\eta_{1}(s)+h_{2}\right)(s)\right) \beta_{2}+\beta_{3}\right] \gamma_{2} d x}}{\|\Phi\|}
\end{array}\right.
$$

where $\widehat{P}_{i}, i=0,1,2,3$ represents the probability in the state $i$.

Note that diabetics in the state 0 have stronger ability of self-care while those in the state 1,2 have weaker. But diabetics in the state 3 need others to take care of. Therefore we define the steady-state availability as the probability of diabetics in the state 0,1 and 2.

Definition 10. Let the system be defined as (5). At time $t$, the availability of the system is defined as the probability of the system being in the state 0,1 and 2, i.e.,

$$
A_{v}(t)=\frac{P_{0}(t)+\int_{0}^{\infty} p_{1}(x, t) d x+\int_{0}^{\infty} p_{2}(x, t) d x}{\|P(t)\|}
$$

where $P(t)=\left(P_{0}(t), p_{1}(x, t), p_{2}(x, t), p_{3}(x, t)\right)$ is the solution of (5), and $\|P(t)\|$ is its norm.

If the initial value

$$
P(0)=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right) \in \mathbb{X}_{+}
$$

satisfies $\|P(0)\|=1$, then by Theorem 5, we have $P(t) \in \mathbb{X}_{+}$and $\|P(t)\|=1$. So the availability of the system at time $t$ is

$$
A_{v}(t)=P_{0}(t)+\int_{0}^{\infty} p_{1}(x, t) d x+\int_{0}^{\infty} p_{2}(x, t) d x
$$

Therefore, we have the following result.

Theorem 11. The steady-state availability of the system is

$$
A_{v}=\frac{\phi_{0}+\int_{0}^{\infty} \phi_{1}(x) d x+\int_{0}^{\infty} \phi_{2}(x) d x}{\|\Phi\|}
$$

where

$$
\begin{aligned}
\|\Phi\|= & \left|\phi_{0}\right|+\int_{0}^{\infty} \phi_{1}(x) d x \\
& +\int_{0}^{\infty} \phi_{2}(x) d x+\int_{0}^{\infty} \phi_{3}(x) d x
\end{aligned}
$$

Now we consider the cost problem of the system. For each $i=0,1,2,3$, we assume that the cost of diabetic in the state $i$ is $c_{i}$ that is a constant. Usually, the costs satisfy the relation $c_{0}<c_{i}<c_{3}, i=1,2$. At time $t$, the cost of the system in the state 0 is

$$
C_{0}(t)=\frac{c_{0}}{\|P(t)\|} P_{0}(t)
$$

and the costs of the system in the state $i$ are

$$
C_{i}(t)=\frac{c_{i}}{\|P(t)\|} \int_{0}^{\infty} p_{i}(x, t) d x, \quad i=1,2,3
$$

Therefore, the total cost of the system at time $t$ is $C(t)=\sum_{i=0}^{3} C_{i}(t)$.

For $P(0) \in \mathbb{X}_{+}$and $\|P(0)\|=1$. So $\|P(t)\|=$ 1, and

$$
\begin{aligned}
C(t)= & c_{0} P_{0}(t)+c_{1} \int_{0}^{\infty} p_{1}(x, t) d x \\
& +c_{2} \int_{0}^{\infty} p_{2}(x, t) d x+c_{3} \int_{0}^{\infty} p_{3}(x, t) d x
\end{aligned}
$$

Obviously, it converges when $t \rightarrow \infty$. In addition, we have the following result.

Theorem 12. The total cost of the system in steady state is

$$
\lim _{t \rightarrow \infty} C(t)=C=\sum_{j=0}^{3} C_{j}
$$

where

$$
\left\{\begin{array}{l}
C_{0}=\frac{\left|\phi_{0}\right|}{\|\Phi\|} c_{0}, \\
C_{1}=\frac{\int_{0}^{\infty} \phi_{1}(x) d x}{\|\Phi\|} c_{1} \\
C_{2}=\frac{\int_{0}^{\infty} \phi_{2}(x) d x}{\|\Phi\|} c_{2} \\
C_{3}=\frac{\int_{0}^{\infty} \phi_{3}(x) d x}{\|\Phi\|} c_{3}
\end{array}\right.
$$

### 5.2 Analysis

In previous subsection, we give the total cost of diabetics undergoing different stages, which also is the social cost. Obviously, $C$ is a function of multivariable, $c_{j}, j=0,1,2,3, \gamma_{j}, \eta_{j}(x), j=1,2, \beta_{j}$ and $\mu_{j}(x), j=1,2,3$. $C$ is affected by each variable.

Here we only consider $C$ changes when $\mu_{1}(x)$ changes. For simplicity, we assume that $\eta_{i}(x), i=$ 1,2 and $\mu_{i}(x), i=1,2,3$ are constant functions.

In addition, we suppose that

$$
\left\{\begin{array}{lll}
\beta_{1}=0.1 & \beta_{2}=0.1 & \beta_{3}=0.05 \\
\gamma_{1}=0.2 & \gamma_{2}=0.2 \\
\mu_{2}(x)=0.3 & & \mu_{3}(x)=0.2 \\
\eta_{1}(x)=0.1 & & \eta_{2}(x)=0.1
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
c_{0}=4773.83, \quad c_{1}=15101.63 \\
c_{2}=18836.98, \quad c_{3}=44465.42
\end{array}\right.
$$

where the cost values $c_{i}, i=0,1,2,3$ are taken from [24].

We consider $C$ changes as $\mu_{1}$ verifies from 0.1 to 1.

We choose the step length $h=0.005$. Using Matlab to draw the picture. The following Figure 2 to Figure 6 describe the variety of the steady state total costs with $\mu_{1}$ changes.


Figure 2: $C_{0}$ changes when $\mu_{1}(x)$ changes.


Figure 3: $C_{1}$ changes when $\mu_{1}(x)$ changes.


Figure 4: $C_{2}$ changes when $\mu_{1}(x)$ changes.


Figure 5: $C_{3}$ changes when $\mu_{1}(x)$ changes.


Figure 6: $C$ changes when $\mu_{1}(x)$ changes.
From Figure 2 to Figure 6 we can see that the following facts are true:
(1) $C_{0}$ increases as $\mu_{1}$ increases.

Obviously, when $\mu_{1}$ increases, diabetics in the $s$ tate 1 will return to the state 0 , and hence the probability in the state 0 will increase, so the cost of state 0 increases with $\mu_{1}$ increasing.
(2) $C_{1}$ decreases when $\mu_{1}$ increases.

When $\mu_{1}$ increases, diabetics in the state 1 have returned to the state 0 , the number of diabetics in the state 1 decreases and hence the probability of the state $l$ will decrease, so the cost of the state 1 decreases as $\mu_{1}$ increasing.
(3) $C_{2}$ increases when $\mu_{1}$ increases.

This is a relevance effect of states change. When $\mu_{1}$ increases, the number of diabetics in the state 2 might increase, so does the probability in the state 2. Hence the cost of the state 2 will increase with $\mu_{1}$ increasing.
(4) $C_{3}$ decreases when $\mu_{1}$ increases.

This also is a relevance effect of states change. When $\mu_{1}$ increases, the probability in the state 1 decreases, and the probability in the state 2 increases. As a result, the probability of the state 3 will decrease as $\mu_{1}$ increasing, so does the cost of the state 3 .
(5) $C$ decreases when $\mu_{1}$ increases.

As a whole effects, $C$ decreases when $\mu_{1}$ increases. This is the result we expect.

The numerical simulation result shows that the total cost of the system will drop when the recovery rate $\mu_{1}(x)$ increases, we can see clearly in Figure 6, for example: when $\mu_{1}(x)=0.225$, the total cost is $1.6849 * 10^{4}$, when $\mu_{1}(x)=0.47$, the total cost is $1.5836 * 10^{4}$, the total cost greatly reduces when $\mu_{1}(x)$ increases.

Herein we considered one case only; similarly, we can discuss other cases. In our daily life, we have to make a decision in accordance with the actual situation. Numerical simulation will provide us a method to judge how to decrease the total cost of the system.

## 6 Conclusion

In the present paper we established a mathematical model for the diabetes predicting system, according to the treatment feature, the treatment process and the changing of states of diabetes. Under certain conditions, we proved the well-posedness of the system. Moreover, the system had a steady-state solution, and the dynamic solution of the system converged exponentially to its steady-state solution. The steady-state solution gave the probability distribution of diabetics in the steady state. Furthermore we studied the health indices of diabetics in the system and analyzed the total cost of the system when the parameter changes. The result showed that the total cost of the system will decrease if the recovery rate $\mu_{1}(x)$ increases, which was the result we expect.

Note that the recovery rate $\mu_{1}(x)$ can be quantified by medicine, education, management, diet, exercise, etc, such as diabetics following doctor's advice, learning more knowledge about diabetes, paying attention to their diet and so on. These factors made the recovery rate $\mu_{1}(x)$ become larger. So we suggest diabetics do some things on these aspects to relieve the economic pressure of the society and individuals and to improve the life quality. Our predicting model for diabetics and the system cost give an approach to measure probability of diabetics and cost in differen$t$ states. These quantitative indices can be referenced for diabetics and doctors. In the future, we will determine the relation between the recovery rate and diabetes management further including medicine, education, diet, exercise, etc.

## Appendix: The proofs of main results in Section 3

The proof of Theorem 1 We divide the proof into the following several steps.
Step 1. $D(\mathcal{A})$ is dense in $\mathbb{X}$.
We should prove that $\forall \varepsilon>0, \forall F \in \mathbb{X}$, we can find a $P \in D(\mathcal{A})$ such that $\|F-P\|<\varepsilon$.

For any $F=\left(f_{0}, f_{1}(x), f_{2}(x), f_{3}(x)\right) \in \mathbb{X}$ fixed, let us condition a $P \in \mathbb{X}$,
$\|F-P\|_{\mathbb{X}}=\left|f_{0}-P_{0}\right|+\sum_{i=1}^{3} \int_{0}^{\infty}\left|f_{i}(x)-p_{i}(x)\right| d x$.
We can take $P_{0}=f_{0}$. Since $F \in \mathbb{X}$, then $\forall \varepsilon>0$, there exist constants $G_{i}>0, i=1,2,3$ such that $\int_{G_{i}}^{\infty}\left|f_{i}(x) d x\right|<\frac{\varepsilon}{9}, i=1,2,3$.

By the absolute continuity of the integral, we can choose positive constants

$$
\left\{\begin{array}{l}
\delta_{i}<\frac{\varepsilon}{18\left(1+\left|\beta_{i} P_{0}\right|+\left\|\eta_{i} p_{3}\right\|\right)}, i=1,2 \\
\delta_{3}<\frac{1}{18\left(1+\left|\beta_{3} P_{0}\right|+\left\|\gamma_{1} p_{1}\right\|+\left\|\gamma_{2} p_{2}\right\|\right)}
\end{array}\right.
$$

such that $\int_{0}^{\delta_{i}}\left|f_{i}(x)\right| d x<\frac{\varepsilon}{18}, i=1,2,3$. We define functions by
$p_{1}(x)=\left\{\begin{array}{cc}\beta_{1} P_{0}+\int_{0}^{\infty} \eta_{1}(x) p_{3}(x) d x, & 0 \leq x \leq \delta_{1}, \\ g_{1}(x), & \delta_{1} \leq x \leq G_{1}, \\ 0, & x \geq G_{1},\end{array}\right.$
$p_{2}(x)=\left\{\begin{array}{cc}\beta_{2} P_{0}+\int_{0}^{\infty} \eta_{2}(x) p_{3}(x) d x, & 0 \leq x \leq \delta_{2}, \\ g_{2}(x), & \delta_{2} \leq x \leq G_{2}, \\ 0, & x \geq G_{2},\end{array}\right.$
and
$p_{3}(x)=\left\{\begin{array}{cc}\beta_{3} P_{0}+\sum_{i=1}^{2} \gamma_{i} \int_{0}^{\infty} p_{i}(x) d x, & 0 \leq x \leq \delta_{3}, \\ g_{3}(x), & \delta_{3} \leq x \leq G_{3}, \\ 0, & x \geq G_{3}\end{array}\right.$
where $g_{i}\left(G_{i}\right)=0, g_{i}\left(\delta_{i}\right)=p_{i}(0), g_{i}(x)$ is continuously differential and $g_{i}(x)$ satisfies $\int_{0}^{\infty} \mid f_{i}(x)-$ $g_{i}(x) \left\lvert\, d x<\frac{\varepsilon}{9}\right.$. Obviously, $p_{i}(x), p_{i}^{\prime}(x) \in L^{1}\left(\mathbb{R}^{+}\right)$and

$$
\begin{aligned}
& \int_{0}^{\infty}\left|f_{i}(x)-p_{i}(x)\right| d x=\int_{0}^{\delta_{i}}\left|f_{i}(x)-p_{i}(x)\right| d x \\
& +\int_{\delta_{i}}^{G_{i}}\left|f_{i}(x)-p_{i}(x)\right| d x+\int_{G_{i}}^{\infty}\left|f_{i}(x)-p_{i}(x)\right| d x \\
\leq & \frac{\varepsilon}{3}
\end{aligned}
$$

Let $p_{i}$ be defined as above, and let

$$
P=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right)
$$

By our construction, we have $P \in D(\mathcal{A})$ and

$$
\begin{aligned}
& \|F-P\| \\
= & \left|P_{0}-f_{0}\right|+\sum_{i=1}^{3} \int_{0}^{\infty}\left|f_{i}(x)-p_{i}(x)\right| d x \\
= & \sum_{i=1}^{3}\left(\int_{0}^{\delta_{i}}\left|f_{i}(x)-p_{i}(x)\right| d x\right. \\
+ & \left.\int_{\delta_{i}}^{G_{i}}\left|f_{i}(x)-p_{i}(x)\right| d x+\int_{G_{i}}^{\infty}\left|f_{i}(x)-p_{i}(x)\right| d x\right) \\
\leq & \sum_{i=1}^{3}\left(\int_{0}^{\delta_{i}}\left|f_{i}(x)\right| d x+\int_{0}^{\delta_{i}}\left|p_{i}(x)\right| d x\right. \\
& \left.+\int_{\delta_{i}}^{G_{i}}\left|f_{i}(x)-p_{i}(x)\right| d x+\int_{G_{i}}^{\infty}\left|f_{i}(x)\right| d x\right) \\
< & \varepsilon .
\end{aligned}
$$

Therefore $\overline{D(\mathcal{A})}=\mathbb{X}$.
Step 2. $\mathcal{A}$ is a closed linear operator.
Obviously, $\mathcal{A}$ is a linear operator in $\mathbb{X}$. We only need to prove $\mathcal{A}$ is a closed operator. By the definition of closed operator, $\mathcal{A}$ is closed if and only if when

$$
P^{(m)} \in D(\mathcal{A}), P^{(m)} \rightarrow P^{(0)}, \mathcal{A} P^{(m)} \rightarrow F
$$

then $P^{(0)} \in D(\mathcal{A})$ and $\mathcal{A} P^{(0)}=F$.
Now we suppose that there is a sequence $P^{(m)} \in$ $D(\mathcal{A})$ satisfying $P^{(m)} \rightarrow P^{(0)}$ and $\mathcal{A} P^{(m)} \rightarrow F$. Let

$$
\left\{\begin{array}{l}
P^{(m)}=\left(P_{0}^{(m)}, p_{1}^{(m)}(x), p_{2}^{(m)}(x), p_{3}^{(m)}(x)\right) \\
P^{(0)}=\left(P_{0}^{(0)}, p_{1}^{(0)}(x), p_{2}^{(0)}(x), p_{3}^{(0)}(x)\right) \\
F=\left(f_{0}, f_{1}(x), f_{2}(x), f_{3}(x)\right)
\end{array}\right.
$$

Thus we have that when $m \rightarrow \infty$
$P_{0}^{(m)} \rightarrow P_{0}, \int_{0}^{\infty}\left|p_{i}^{(m)}(x)-p_{i}(x)\right| d x \rightarrow 0, i=1,2,3$.
and
$\left\{\begin{array}{l}\left|-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}^{(m)}+\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}^{(m)}(x) d x-f_{0}\right| \rightarrow 0, \\ \int_{0}^{\infty}\left|-\left(\mu_{1}(x)+\gamma_{1}\right) p_{1}^{(m)}(x)-\left(p_{1}^{(m)}(x)\right)^{\prime}-f_{1}(x)\right| d x \rightarrow 0, \\ \int_{0}^{\infty}\left|-\left(\mu_{2}(x)+\gamma_{2}\right) p_{2}^{(m)}(x)-\left(p_{2}^{(m)}(x)\right)^{\prime}-f_{2}(x)\right| d x \rightarrow 0, \\ \int_{0}^{\infty} \mid-\left(\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right) p_{3}^{(m)}(x) \\ \quad-\left(p_{3}^{(m)}(x)\right)^{\prime}-f_{3}(x) \mid d x \rightarrow 0 .\end{array}\right.$
For any $x \in \mathbb{R}^{+}$, the function $\chi_{[0, x]} \in L^{\infty}\left(\mathbb{R}_{+}\right)$ is a bounded and linear functional of $L^{1}\left(\mathbb{R}_{+}\right)$. Then
for each $i=1,2,3, \chi_{[0, x]}\left(A P^{(m)}\right)_{i}$ has meaning and $\lim _{m \rightarrow \infty}\left(A P^{(m)}\right)_{i}=\chi_{[0, x]}\left(f_{i}\right)$ due to the continuity. Thus we get

$$
\left\{\begin{aligned}
& \lim _{m \rightarrow \infty} \int_{0}^{x}\left[-\left(\mu_{1}(\tau)+\gamma_{1}\right) p_{1}^{(m)}(\tau)-\left(p_{1}^{(m)}(\tau)\right)^{\prime}-f_{1}(\tau)\right] d \tau \\
&=\int_{0}^{x} f_{1}(\tau) d \tau, \\
& \lim _{m \rightarrow \infty} \int_{0}^{x}\left[-\left(\mu_{2}(\tau)+\gamma_{2}\right) p_{2}^{(m)}(\tau)-\left(p_{2}^{(m)}(\tau)\right)^{\prime}-f_{2}(\tau)\right] d \tau \\
&=\int_{0}^{x} f_{2}(\tau) d \tau, \\
& \lim _{m \rightarrow \infty} \int_{0}^{x}\left[-\left(\mu_{3}(\tau)+\eta_{1}(\tau)+\eta_{2}(\tau)\right) p_{3}^{(m)}(\tau)-\left(p_{3}^{(m)}(\tau)\right)^{\prime}\right. \\
&\left.-f_{3}(\tau)\right] d \tau=\int_{0}^{x} f_{3}(\tau) d \tau .
\end{aligned}\right.
$$

From above we can get

$$
\left\{\begin{array}{l}
p_{1}(x)-p_{1}(0)+\int_{0}^{x}\left(\mu_{1}(\tau)+\gamma_{1}\right) p_{1}(\tau) d \tau+\int_{0}^{x} f_{1}(\tau) d \tau=0 \\
p_{2}(x)-p_{2}(0)+\int_{0}^{x}\left(\mu_{2}(\tau)+\gamma_{2}\right) p_{2}(\tau) d \tau+\int_{0}^{x} f_{2}(\tau) d \tau=0 \\
p_{3}(x)-p_{3}(0)+\int_{0}^{x}\left(\mu_{3}(\tau)+\eta_{1}(\tau)+\eta_{2}(\tau)\right) p_{3}(\tau) d \tau \\
\quad+\int_{0}^{x} f_{3}(\tau) d \tau=0
\end{array}\right.
$$

The above formulas show that $p_{i}^{(0)}, i=1,2,3$ are absolute continuous and

$$
\left\{\begin{array}{l}
-\left(\mu_{1}(x)+\gamma_{1}\right) p_{1}^{(0)}(x)-\left(p_{1}^{(0)}(x)\right)^{\prime}=f_{1}(x) \\
-\left(\mu_{2}(x)+\gamma_{2}\right) p_{2}^{(0)}(x)-\left(p_{2}^{(0)}(x)\right)^{\prime}=f_{2}(x) \\
-\left(\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right) p_{3}^{(0)}(x) \\
-\left(p_{3}^{(0)}(x)\right)^{\prime}=f_{3}(x)
\end{array}\right.
$$

which implies that $\left(p_{i}^{(0)}(x)\right)^{\prime} \in L^{1}\left(\mathbb{R}^{+}\right), i=1,2,3$.
Since $P^{(m)} \in D(\mathcal{A})$, we have

$$
\left\{\begin{aligned}
p_{1}^{(m)}(0)= & \beta_{1} P_{0}^{(m)}+\int_{0}^{\infty} \eta_{1}(x) p_{3}^{(m)}(x) d x \\
p_{2}^{(m)}(0)= & \beta_{2} P_{0}^{(m)}+\int_{0}^{\infty} \eta_{2}(x) p_{3}^{(m)}(x) d x \\
p_{3}^{(m)}(0)= & \beta_{3} P_{0}^{(m)}+\gamma_{1} \int_{0}^{\infty} p_{1}^{(m)}(x) d x \\
& +\gamma_{2} \int_{0}^{\infty} p_{2}^{(m)}(x) d x
\end{aligned}\right.
$$

Using the fact that

$$
\mu_{1}(x), \mu_{2}(x), \mu_{3}(x), \eta_{1}(x), \eta_{2}(x) \in L^{\infty}\left(\mathbb{R}^{+}\right)
$$

we get

$$
\left\{\begin{aligned}
p_{1}^{(0)}(0)= & \beta_{1} P_{0}^{(0)}+\int_{0}^{\infty} \eta_{1}(x) p_{3}^{(0)}(x) d x \\
p_{2}^{(0)}(0)= & \beta_{2} P_{0}^{(0)}+\int_{0}^{\infty} \eta_{2}(x) p_{3}^{(0)}(x) d x \\
p_{3}^{(0)}(0)= & \beta_{3} P_{0}^{(0)}+\gamma_{1} \int_{0}^{\infty} p_{1}^{(0)}(x) d x \\
& +\gamma_{2} \int_{0}^{\infty} p_{2}^{(0)}(x) d x
\end{aligned}\right.
$$

Furthermore

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}^{(m)}(x) d x \\
= & f_{0}+\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}^{(0)}
\end{aligned}
$$

Because of

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \sum_{i=1}^{3} \int_{0}^{T} \mu_{i}(x) p_{i}^{(m)}(x) d x \\
= & \sum_{i=1}^{3} \int_{0}^{T} \mu_{i}(x) p_{i}^{(0)}(x) d x, \forall T>0
\end{aligned}
$$

we have

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} \sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}^{(m)}(x) d x \\
= & \sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}^{(0)}(x) d x .
\end{aligned}
$$

So
$-\left(\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}+\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}^{(0)}(x) d x=f_{0}$.
Therefore, we have $P^{(0)} \in D(\mathcal{A})$ and $\mathcal{A} P^{(0)}=F$. So, $\mathcal{A}$ is a closed and densely defined linear operator in $\mathbb{X}$.

The proof of Theorem 2 By the direct verification, the dual space of $\mathbb{X}$ is

$$
\mathbb{X}^{*}=\mathbb{R} \times\left[L^{\infty}\left(\mathbb{R}_{+}\right)\right]^{3}
$$

with the norm for $F \in \mathbb{X}^{*}$

$$
\|F\|=\max \left\{\left|f_{0}\right|,\left\|f_{1}\right\|,\left\|f_{2}\right\|,\left\|f_{3}\right\|\right\}
$$

Step 1. $\mathcal{A}$ is a dissipative operator in $\mathbb{X}$. For any $P \in D(\mathcal{A})$, we define

$$
Q=\left(q_{0}, q_{1}(x), q_{2}(x), q_{3}(x)\right)
$$

where

$$
q_{0}=\|P\| \operatorname{sign}\left(P_{0}\right), q_{i}(x)=\|P\| \operatorname{sign}\left(p_{i}(x)\right) .
$$

Obviously, $Q \in \mathbb{X}^{*}$ and $Q \in \mathcal{F}(P)=\{Q \in$ $\left.\mathbb{X}^{*} \mid(P, Q)=\|P\|^{2}=\|Q\|^{2}\right\}$. Moreover, because

$$
\int_{0}^{\infty} p_{i}^{\prime}(x) \operatorname{sign}\left(p_{i}(x)\right) d x=-\left|p_{i}(0)\right|, i=1,2,3
$$

and using the boundary condition in $D(\mathcal{A})$ we get

$$
\begin{aligned}
& \frac{(\mathcal{A P}, Q)}{\|P\|}=-\left(\beta_{1}+\beta_{2}+\beta_{3}\right)\left|P_{0}\right| \\
& +\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}(x) \operatorname{sign}\left(P_{0}\right) d x
\end{aligned}
$$

$$
\begin{aligned}
& -\sum_{i=1}^{2} \int_{0}^{\infty}\left(\mu_{i}(x)+\gamma_{i}\right)\left|p_{i}(x)\right| d x \\
& -\int_{0}^{\infty}\left(\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right)\left|p_{3}(x)\right| d x \\
& +\sum_{i=1}^{3}\left|p_{i}(0)\right| \\
\leq & \sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x)\left(p_{i}(x) \operatorname{sign}\left(P_{0}\right)-\left|p_{i}(x)\right|\right) d x \\
\leq & 0
\end{aligned}
$$

Therefore, $\mathcal{A}$ is dissipative.
Step 2. Set $T=\{\lambda \in \mathbb{C} \mid \Re \lambda \geq 0, \lambda \neq 0\}$, then $T \subset \rho(\mathcal{A})$.

For any $F \in \mathbb{X}$ and $\lambda \in T$, we consider the resolvent equation $(\lambda I-\mathcal{A}) P=F$, that is
$\left\{\begin{array}{l}\left(\lambda+\beta_{1}+\beta_{2}+\beta_{3}\right) P_{0}-\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}(x) d x=f_{0}, \\ \left(\lambda+\mu_{1}(x)+\gamma_{1}\right) p_{1}(x)+p_{1}^{\prime}(x)=f_{1}(x), \\ \left(\lambda+\mu_{2}(x)+\gamma_{2}\right) p_{2}(x)+p_{2}^{\prime}(x)=f_{2}(x), \\ \left(\lambda+\mu_{3}(x)+\eta_{1}(x)+\eta_{2}(x)\right) p_{3}(x)+p_{3}^{\prime}(x)=f_{3}(x)\end{array}\right.$
with boundary conditions

$$
\left\{\begin{array}{l}
p_{1}(0)=\beta_{1} P_{0}+\int_{0}^{\infty} \eta_{1}(x) p_{3}(x) d x \\
p_{2}(0)=\beta_{2} P_{0}+\int_{0}^{\infty} \eta_{2}(x) p_{3}(x) d x \\
p_{3}(0)=\beta_{3} P_{0}+\gamma_{1} \int_{0}^{\infty} p_{1}(x) d x+\gamma_{2} \int_{0}^{\infty} p_{2}(x) d x
\end{array}\right.
$$

At first, we solve

$$
\begin{aligned}
p_{1}(x)= & p_{1}(0) e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s} \\
& +\int_{0}^{x} f_{1}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d s
\end{aligned}
$$

When $\mathfrak{R} \lambda>0$,

$$
\begin{aligned}
& \int_{0}^{\infty}\left|\int_{0}^{x} f_{1}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d s\right| d x \\
\leq & \int_{0}^{\infty}\left|f_{1}(s)\right| d s \int_{s}^{\infty} e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d x \\
\leq & \frac{1}{\Re \lambda+\gamma_{1}}\left\|f_{1}\right\|_{L^{1}} \leq \frac{1}{\Re}\left\|f_{1}\right\|_{L^{1}} .
\end{aligned}
$$

When $\lambda=i s, s \neq 0$,

$$
\begin{aligned}
& \int_{0}^{\infty}\left|p_{1}(x)\right| d x \\
\leq & \left|p_{1}(0)\right| \int_{0}^{\infty} e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s} d x \\
& +\int_{0}^{\infty}\left|f_{1}(s)\right| d s \int_{s}^{\infty} e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d x
\end{aligned}
$$

By the assumption (3), we have

$$
\int_{0}^{\infty}\left|f_{1}(s)\right| d s \int_{s}^{\infty} e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d x<\infty
$$

Therefore, $p_{1}(x) \in L^{1}\left(\mathbb{R}^{+}\right)$, and

$$
\begin{aligned}
& \int_{0}^{\infty} \mu_{1}(x) p_{1}(x) d x \\
= & \int_{0}^{\infty} f_{1}(x) d x+p_{1}(0)-\left(\lambda+\gamma_{1}\right) \int_{0}^{\infty} p_{1}(x) d x
\end{aligned}
$$

is finite. So we can prove $p_{1}(x), p_{1}^{\prime}(x) \in L^{1}\left(\mathbb{R}^{+}\right)$.
Similarly, we can prove that

$$
p_{2}(x), p_{2}^{\prime}(x), p_{3}(x), p_{3}^{\prime}(x) \in L^{1}\left(\mathbb{R}^{+}\right)
$$

A direct calculation gives

$$
\left\{\begin{align*}
P_{0}= & \frac{f_{0}+\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) p_{i}(x) d x}{\lambda+\beta_{1}+\beta_{2}+\beta_{3}}  \tag{15}\\
p_{1}(x)= & p_{1}(0) e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(s)+\gamma_{1}\right) d s} \\
& +\int_{0}^{x} f_{1}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{1}(r)+\gamma_{1}\right) d r} d s \\
p_{2}(x)= & p_{2}(0) e^{-\int_{0}^{x}\left(\lambda+\mu_{2}(s)+\gamma_{2}\right) d s} \\
& +\int_{0}^{x} f_{2}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{2}(r)+\gamma_{2}\right) d r} d s \\
p_{3}(x)= & p_{3}(0) e^{-\int_{0}^{x}\left(\gamma+\mu_{3}(s)+\eta_{1}(s)+\eta_{2}(s)\right) d s} \\
& +\int_{0}^{x} f_{3}(s) e^{-\int_{s}^{x}\left(\lambda+\mu_{3}(r)+\eta_{1}(r)+\eta_{2}(r)\right) d r} d s
\end{align*}\right.
$$

Next, we substitute (15) into the boundary conditions and get algebraic equations about $\left(P_{0}, p_{1}(0), p_{2}(0), p_{3}(0)\right.$, i.e.,

$$
\left\{\begin{align*}
\left(\lambda+\beta_{1}\right. & \left.+\beta_{2}+\beta_{3}\right) P_{0}-\sum_{i=1}^{3} p_{i}(0) \int_{0}^{\infty} \mu_{i}(x) g_{i} d x \\
& =\sum_{i=1}^{3} \int_{0}^{\infty} \mu_{i}(x) g_{i+3} d x+f_{0} \\
-\beta_{1} P_{0} & +p_{1}(0)-p_{3}(0) \int_{0}^{\infty} \eta_{1}(x) g_{3} d x \\
& =\int_{0}^{\infty} \eta_{1}(x) g_{6} d x, \\
-\beta_{2} P_{0} & +p_{2}(0)-p_{3}(0) \int_{0}^{\infty} \eta_{2}(x) g_{3} d x \\
& =\int_{0}^{\infty} \eta_{2}(x) g_{6} d x \\
-\beta_{3} P_{0} & -\gamma_{1} \int_{0}^{\infty} g_{1} d x p_{1}(0)-\gamma_{2} \int_{0}^{\infty} g_{2} d x p_{2}(0)  \tag{16}\\
& +p_{3}(0)=\gamma_{1} \int_{0}^{\infty} g_{4} d x+\gamma_{2} \int_{0}^{\infty} g_{5} d x
\end{align*}\right.
$$

where

$$
\left\{\begin{aligned}
g_{1} & =e^{-\int_{0}^{x}\left(\lambda+\mu_{1}(\tau)+\gamma_{1}\right) d \tau} \\
g_{2} & =e^{-\int_{0}^{x}\left(\lambda+\mu_{2}(\tau)+\gamma_{2}\right) d \tau} \\
g_{3} & =e^{-\int_{0}^{x}\left(\lambda+\mu_{3}(\tau)+\eta_{1}(\tau)+\eta_{2}(\tau)\right) d \tau} \\
g_{4} & =\int_{0}^{x} f_{1}(r) e^{-\int_{r}^{x}\left(\lambda+\mu_{1}(\tau)+\gamma_{1}\right) d \tau} d r \\
g_{5} & =\int_{0}^{x} f_{2}(r) e^{-\int_{r}^{x}\left(\lambda+\mu_{2}(\tau)+\gamma_{2}\right) d \tau} d r \\
g_{6} & =\int_{0}^{x} f_{3}(r) e^{-\int_{r}^{x}\left(\lambda+\mu_{3}(\tau)+\eta_{1}(\tau)+\eta_{2}(\tau)\right) d \tau} d r
\end{aligned}\right.
$$

Set $B(\lambda)$ denote matrix

$$
\left(\begin{array}{cc}
\lambda+\beta_{1}+\beta_{2}+\beta_{3} & -\int_{0}^{\infty} \mu_{1}(x) g_{1} d x \\
-\beta_{1} & 1 \\
-\beta_{2} & 0 \\
-\beta_{3} & -\gamma_{1} \int_{0}^{\infty} g_{1} d x
\end{array}\right.
$$

$$
\left.\begin{array}{cc}
-\int_{0}^{\infty} \mu_{2}(x) g_{2} d x & -\int_{0}^{\infty} \mu_{3}(x) g_{3} d x  \tag{17}\\
0 & -\int_{0}^{\infty} \eta_{1}(x) g_{3} d x \\
1 & -\int_{0}^{\infty} \eta_{2}(x) g_{3} d x \\
-\gamma_{2} \int_{0}^{\infty} g_{2} d x & 1
\end{array}\right)
$$

Since we have the following inequalities

$$
\left\{\begin{array}{l}
\left|-\beta_{1}-\beta_{2}-\beta_{3}\right|<\left|\lambda+\beta_{1}+\beta_{2}+\beta_{3}\right| \\
\left|-\int_{0}^{\infty} \mu_{1}(x) g_{1} d x-\gamma_{1} \int_{0}^{\infty} g_{1} d x\right|<1 \\
\left|-\int_{0}^{\infty} \mu_{2}(x) g_{2} d x-\gamma_{2} \int_{0}^{\infty} g_{2} d x\right|<1 \\
\mid-\int_{0}^{\infty} \mu_{3}(x) g_{3} d x-\int_{0}^{\infty} \eta_{1}(x) g_{3} d x \\
\quad-\int_{0}^{\infty} \eta_{2}(x) g_{3} d x \mid<1
\end{array}\right.
$$

so $B(\lambda)$ is a column strictly diagonal dominant . So the equation (16) has unique a solution $\left(P_{0}, p_{1}(0), p_{2}(0), p_{3}(0)\right)$. Therefore, for each $F \in \mathbb{X}$ there is unique a solution

$$
P=\left(P_{0}, p_{1}(x), p_{2}(x), p_{3}(x)\right) \in D(\mathcal{A})
$$

such that $(\lambda I-\mathcal{A}) P=F$. The closed operator theorem asserts that $(\lambda I-\mathcal{A})^{-1}$ exists and is bounded. Hence, $T \subset \rho(\mathcal{A})$.

The proof of Theorem 4 Since $\mathcal{A}$ is a dissipative operator and $(0, \infty) \subset \rho(\mathcal{A})$ (see Corollary 3), the Lumer-Phillips Theorem (see, [17]) asserts that $\mathcal{A}$ generates a $C_{0}$-semigroup $T(t)$ of contractions on $\mathbb{X}$. Hence the Cauchy problem has unique a solution.

The proof of Theorem 5 Let $\mathbb{X}$ and $\mathcal{A}$ be defined as before, and $T(t)$ be the $C_{0}$ semigroup generated by $\mathcal{A}$. We regard $\mathbb{X}$ as a real Banach space, and the positive cone defined by

$$
\begin{aligned}
\mathbb{X}_{+}= & \left\{F=\left(f_{0}, f_{1}(x), f_{2}(x), f_{3}(x)\right) \in \mathbb{X}\right. \\
& \left.\mid f_{i} \geq 0, i=0,1,2,3\right\}
\end{aligned}
$$

It is a closed convex cone, also called positive cine. A bounded linear operator $T$ is called a positive operator if $T \mathbb{X}_{+} \subset \mathbb{X}_{+}$. In what follows, we shall show $T(t)$ is positive semigroup and satisfies $\|T(t) P\|=\|P\|$ for any positive vector $P \in D(\mathcal{A})$.
Step 1. $T(t)$ is positive semigroup.
According to the positive semigroup theory (see [21]), $\mathcal{A}$ generates a positive $C_{0}$-semigroup of contractions if and only if $\mathcal{A}$ is a dispersive and $\mathfrak{R}(I-$ $\mathcal{A})=\mathbb{X}$. Since Theorem 3.2 has asserted that $\mathfrak{R}(I-\mathcal{A})=\mathbb{X}$, we only need to prove $\mathcal{A}$ is a dispersive operator.

For any $P \in D(\mathcal{A})$, we take

$$
Q=\|P\|\left(q_{0}, q_{1}(x), q_{2}(x), q_{3}(x)\right)
$$

where

$$
q_{0}=\operatorname{sign}_{+}\left(P_{0}\right), q_{i}(x)=\operatorname{sign}_{+}\left(p_{i}(x)\right), i=1,2,3
$$

where

$$
\operatorname{sign}_{+}\left(p_{i}\right)=\left\{\begin{array}{l}
1, p_{i}>0 \\
0, p_{i} \leq 0
\end{array}\right.
$$

Similar to calculation in the proof of Theorem 2, we can prove that $(\mathcal{A} P, Q) \leq 0$, so $\mathcal{A}$ is dispersive operator. Therefore, $T(t)$ is a positive operator for all $t \geq 0$.
Step 2. For any $F \in \mathbb{X}_{+}$, it holds that $\|T(t) F\|=$ $\|F\|$.

Due to $\overline{D(\mathcal{A})}=\mathbb{X}$, we only need to prove $\|T(t) P\|=\|P\|$ for any positive vector $P \in D(\mathcal{A})$. Let $P \in D(\mathcal{A}) \cap \mathbb{X}_{+}$. For $t \geq 0$, we get $T(t) P \in$ $D(\mathcal{A}) \cap \mathbb{X}_{+}$since $T(t)$ is positive. Let

$$
P(t)=\left(P_{0}(t), p_{1}(x, t), p_{2}(x, t), p_{3}(x, t)\right)=T(t) P .
$$

Then it satisfies the equation $\frac{d}{d t} T(t) P=\mathcal{A} P$, or equivalently the differential equation (1). Due to $T(t) P \geq 0$ we have

$$
\begin{aligned}
& \|P(t)\|_{\mathbb{X}}=\left|P_{0}(t)\right|+\int_{0}^{\infty} p_{1}(x, t) d x \\
& +\int_{0}^{\infty} p_{2}(x, t) d x+\int_{0}^{\infty} p_{3}(x, t) d x
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{d}{d t}\|P(t)\|=\frac{d}{d t} P_{0}(t)+\frac{d}{d t} \int_{0}^{\infty} p_{1}(x, t) d x \\
& +\frac{d}{d t} \int_{0}^{\infty} p_{2}(x, t) d x+\frac{d}{d t} \int_{0}^{\infty} p_{3}(x, t) d x \\
& =0
\end{aligned}
$$

so $\|P(t)\|$ is a constant. By the continuity of $T(t) P$, we get $\|T(t) P=\|=\|P\|$.
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